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A Bmef History of IT

Mobile Era

Consumer Era

1980s
Mainframes !

TR

PC Era

* From computing-centric to data-centric
* Consumer Era: Internet-of-Things in the Cloud



Data 1s Shaping Future of [T

The Digital Universe Is'Huge * . s i _f::::::
. —And Growing Exponentially -~ "

BB 11 2013, there
were almost as
= many bits in the
Digital Universe
as stars in the
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* Data growth = [00x In ten years [IDC 2015]

* Monetizing data for commerce, health, science, services, .. ..
* Big Data is shaping IT & pretty much whatever we dol!



Data Shaping All Science & Technology

Science (traditionally HPC) entering 4t paradlgm

* Analytics using IT on
* [Instrument data
e Simulation data
* Sensor data
 Human data PARADIGM

DATa- INTENSIVE SCIENTIFIC c DIsCOVERY

EDITED BY.

Complements empirical
science, theory & simulation

HPC & data-centric cloud services are converging




Modern HPC In the Datacenter

* Increasing popularity of analytics workloads
* Closely related to traditional HPC workloads (e.g., graphs)

* Service providers don't acquire supercomputers
* All workloads share the same datacenter
* Cost hard to sustain (e.g.,, IBM discontinued BlueGene)

* HPC Is taking a turn towards datacenters
* Datacenter provides higher availability, lower queue times, flexibility
* E.g, Amazon provides HPC instances

Datacenters are the heart of both cloud services and science




Datacenters Growing Rapidly

Source: James Hamilton, 2012

.-.- powered by

s Wi amazon
7 N T webserwces

enough new capacity-to-support all of

Amazon.com's globalinfrastructure through
the company:s first 5. years, when-it was a

$2.76B annual revenue enterpmse

N N BN s

Dally growth | in 201 2 = F|rst fve years of business!
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How are we Designing Cloud Systems!?

* Spoiler alert:We are doing it wrong!
* Modern servers based on desktop processors

* Server design guided by unrepresentative benchmarks

Design needs to be driven by cloud-representative benchmarks



Traditional Benchmarks

* SPEC, PARSEC, TPC-C, SPLASH, ...

* Single machine metrics (e.g., SPEC score)
* Metrics measure performance of a single component (usually CPU)
* Vastly different application footprints

 None of these run on a datacenter

‘PARSEC

['‘par-''sek] A unit of measure

Traditional benchmarks not suitable for cloud evaluation and research




What prior benchmarks miss?

* No notion of end-to-end performance metrics
* Traditional metrics do not reflect user experience

* Cloud services have extensive instruction footprint
* Multi-megabyte instruction working sets
* Overall performance highly dependent on processor’s frontend

* Cloud services deal with big data
* Datasets do not fit in on-chip caches

VWhat those benchmarks are modeling, does not apply here



Cloud Service Requirements

* Throughput:
Owners want computing capabllities for their money

* Latency (online services):
Users abandon services if response time is high

* Amazon: 100ms of latency can cause |% of sales loss
* Google Search: 500ms of latency dropped traffic by 20%
* YouTube: Users start abandoning video after 2 seconds of walit

10



CloudSurte Benchmark Suite

* CloudSurte’s goal:
Assess performance of cloud services on modern hardware

* Make the case for cloud service representativeness
* |[dentify improvement opportunities for server hardware

* End-to-end performance metrics
* Hard problem; still online service dependent!

<™ CloudSuite

11



Cloud Benchmarking with CloudsSuite 3.0

Data Analytics Graph Analytics
Apache Hadoop GraphX

Recommendation System
Apache Spark

movielens spof”(\z

Web Search Media Streaming
Apache Solr & Nutch Nginx, HT TP Server Nginx, PHP server

Solf? migh || @ w~ewmx || Nemx €gQ.

Data Caching Data Serving
Memcached Cassandra NOSQL

Web Serving

y . 'i Cassandra
'-Q CloudSuite Available in cloudsuite.ch




Brief History of CloudSuite

* Clearing the Clouds [Ferdman et al, ASPLOS'| 2] (CloudSurte 1.0)

* Fundamental mismatch of cloud workloads and modern servers
* Sever silicon real-estate misuse In current systems

* CloudSurte 2.0 — two additional benchmarks
* Graph Analytics, Data Caching

* Insights derived from CloudSuite impacted industry
* E.g., Cavium ThunderX

e CloudSuite 3.0 -Q CloudSuite

* Integration with Docker & Google's PerfKit Benchmarker
* Addrtional benchmark: Recommendation system 13



Clearing the Clouds in a Nutshell [ASPLOS 201 2]

Workload/Server Mismatch B/W unused!

Cores too fat!

,—q:f
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el et BBl 2 JOO few cores!
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20 MB (60%) waste of space (no reuse)!




Insights Impacted Industry

]
EE Tlme Connecting the Global
Electronics Community

BREAKING NEWS SLIDESHOW: CES: Bosch Aims to Connect Whole World

MICROPROCESSOR Z2207Z

Insightful Analysis of Processor Technology

WIRELESS & NETWORKING

News & Analysis

THUNDERX RATTLES SERVER MARKET Big-Data Benchmark B

Cavium Develops 48-Core ARM Processor to Challenge Xeon

10/15/2014 08:00 AM EDT
1 Comment

1?‘ W Tweet 16 Share 7 8+
SAN JOSE, Calif. — A new benchmark suite for scaled-out servers

° is in the works with the first piece of it expected early next year. The
- co re | It o processor-agnostic metrics aim to set standards for measuring

today's data center workloads.

By Linley Gwennap (June 9, 2014)

Anew cloud and big-data server working group of the Embedded

I:l n ﬂ u e n Ce d i n d u S‘t ry p ro d u CtS] : Microprocessor Benchmark Consortium (EEMBC) hopes to deliver

a suite of seven benchmarks. It aims to complete before April three
of them -- memory caching, media serving, and graph analysis.

o D e S i gn e d -to Se r\/e d a-ta_ "Typically when we go to a server customer they ask for Specint

numbers, that's been the traditional benchmarks for servers for a
long time, but Specint is not a very good metric for distributed data

* Specialized chip design for servers

* | Ox better efficiency than Xeon #~, CAVIUM
NETWORKS




Google PertKit Benchmarker

* Goal: Standardize Cloud performance evaluation
* A tool to compare cloud service providers

* Consortium of industry and academics

* Automates benchmarks including creating databases, disks,VMs, ...
* 26+ benchmarks
* CloudSurte 3.0 benchmarks included

* Shared publicly on GitHub

* http://www.github.com/GoogleCloudPlatform/PerfKitBenchmarker
16



Pertkit's VWorkflow

vm spec
‘ upload
provisioning
workflow topology _
‘ reporting
installer L _
provisioning publish
prfs:re parse & analysis &
cleanup store scoring
execution scoring

Perfkit automates the deployment and benchmarking processes




What's new in CloudSuite 3.0

* A couple of different workloads
* New benchmark: Recommendation system
* New software stacks: Graph Analytics, Media Streaming, Web Search

* Updated software packages of all workloads

* Docker containers = ease of deployment
* This is huge! (literally)



Target Audience

* System designers
* Assess & compare systems’ performance of cloud workloads

* Computer architects
* Derive insights for future server design

* HPC community
* Datacenter & HPC applications converging

19



Key Cloud Service Characteristics

Server

% —
L oad balancer/ Dataset
= ) .

Master node
Server

i I - %
Server
'él

* Serve independent requests/tasks

%

<>

“.”

Client Requests

* Operate on huge dataset split into shards
* Communicate infrequently or in bulk

* Strict real-time constraints (for online services) -



CloudSurte 3.0 Benchmarks

 Offline benchmarks
* Data Analytics
* Recommendation system
* Graph Analytics

* Online benchmarks
* Data Caching
* Data Serving

* Media Streaming
* Web Search
* Web Serving

21



Offline Benchmarks

* Operate on large datasets
* Usually a machine learning algorithm over large datasets

* Performance metric:
* Completion time (for a given input size)

* No real-time constraints

22



Data Analytics

* Massive amounts of human-generated data (Big Data)

* Extract useful information from data
* Predict user preferences, opinions, behavior
* Benefit from information (e.g., business, security)

* Several examples
* Book recommendation (Amazon)
* Spyware detection (Facebook)

23



Data Analytics Benchmark

* Application: Text classification

* Sentiment analysis

e Spam Identification ﬁ//

* Software: Mahout (Apache) m

* Popular MapReduce machine learning library

* Dataset: Wikipedia English page articles

24



Data Analytics Benchmark

-

HDFS
ClEsbep Master

HDFS SRigc
E WIZPEDIA
* Build a model from a Wikipedia training input

User

II—JDFS

* Master sends Wikipedia documents for classification
* Slaves classify documents locally using model and send results to master

* Performance metric: completion time 75



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Recommendation system
* Graph Analytics

* Online benchmarks
* Data Caching
* Data Serving

* Media Streaming
* Web Search
* Web Serving

26



Recommendation System

* Extract useful information from user data
* Predict user preferences, rates

NETFLIX
amazon

* Several examples
* Movie recommendation (Netflix)
* [tem recommendation (Amazon) Spotify
* Song recommendation (Spotify)

* Recommending new friends, groups, ...
(Social networks)

27



Recommendation System Benchmark

* Application: Collaborative filtering iyt oo
. iyt !
* Recommendation systems h ¢ g !
* Software: Apache MLIib J\Z
* Popular Apache Spark machine learning library SprK

e Dataset: Movielens video database

28



Recommendation System Benchmark

Spoff(z

User

Worker
Spofllg Master
@ Spark
Spark
' Worker

‘W movielens
e Build a recommendation model with ALS matrix factorization

* Master partitions rating matrix, user & item vectors; sends them to workers
* Workers perform local matrix factorization and send results to master

* Performance metric: completion time 79



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Graph Analytics

* Online benchmarks
* Data Caching
* Data Serving

* Media Streaming
* Web Search
* Web Serving

30



Graph Analytics

* Parallel distributed graph processing
* Data mining on graphs

* Graph examples
* Social networks (e.g., Facebook, Twitter)

* Web graph

31



Graph Analytics Benchmark

* Application: PageRank

* Measures influence of Twitter users
* How much attention followers pay to a user

* Software: Apache GraphX o&fi-cl’dph/l/

* Parallel framework for graph processing

* Dataset
* Twitter user graph

32



Graph Analytics Benchmark
EEGraphy

m@aphx Master X
%ﬁ@apm/

Worker
%

gﬁ@apmf Twitter
.Worker user graph

Distributes the graph across nodes

lterative computation: Always with adjacent vertices
» Communication across machines for adjacent vertices

Output: influence of each user in the graph

Performance metric: completion time

33



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks
* Data Caching
* Data Serving
* Media Streaming
* Web Search
* Web Serving

34



Online Benchmarks

* Operate on large datasets

* Throughput Is iImportant, but also need high service quality
* Tail latency of requests is critical for service quality
* Goal: Maximize throughput under QoS target

* Performance metrics:
* Throughput (metric is benchmark-specific)
* Delivered QoS (in terms of N-th percentile latency)

35



Data Caching

" Web apps are latency-sensitive
" Fetching data from disk is slow

" Caching data in memory for fast data access
* General-purpose, in-memory key-value store
* Caches data for other apps, another tier before back-end

(11| Tube;
Googe o flickr

36



Data Caching Benchmark
'.
s
ﬂa User data req. ' —
. / Cached Tweets

Driver emulates Twitter users

Memcached software to cache data in memory

If data not found in cache, returns a miss reply
Performance metrics: # requests/second, N-th pct latency

37



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks

* Data Serving

* Media Streaming
* Web Search
* Web Serving

38



* Global-scale online services rely on NoSQL datastores
* Inherently scalable
* Suitable for unpredictable schema changes

* Scale out to meet service requirements
* Accommodate fast data generation rate

NETFLIX"‘""’ % AP ACHE
Zaep, £

w--""7
— =7 cassandra

ebay =

39



Data Serving Operation

Service User

- T 7 == - \
C Frontend l Backend
R NoSQL DB,
S ad Req

rlte Req

Data Serving
Benchmark

40



Data Serving Benchmark

/

| Backend /w

Cassandra
F???.d. &W 'i'.t.e.
Requests

* Yahoo! Cloud Serving Benchmark (YCSB) driver
* Predefined mixes of read/write operations
* Popularity of access distributions (e.g., zipfian)
* Interface to popular datastores (e.g., Cassandra, HBase)

- O - . . . .y,

-~

41



Data Serving Benchmark

Request Emulator p——————

|' Bac|<end

' Cassandra

Read & \/\/rl'ce

"'Ré'd&'eé%é"'>

» (assandra datastore

* Popular NoSQL: many use cases (e.g., Expedia, eBay, Netflix)
* Driver generates dataset

* Defines number & size of fields

* Populates datastore

* Performance metrics: R/W ops/s, N-th pct latency 42



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks

* Media Streaming
* Web Search
* Web Serving

43



Media Streaming

* Media streaming expected to dominate internet traffic

* Increasing popularity of media streaming services
* Video sharing sites, movie streaming services, etc.

NETFLIX You{[[} hulu vimeo

44



Media Streaming Operation

Media Server

Videos

45



Media Streaming Benchmark

Media Server

Videos

* Implements HT TP communication
* Uses the videoperf client, based on the httperf traffic generator
* Allows a flexible mix of requests

* Different video lengths and qualities

46



Media Streaming Benchmark

Client Emulator

* Server required to support HT TP
* Nginx server

* Dataset consists of a mix of pre-encoded videos
- Four video qualities of different durations (240p, 360p, 480p, 720p)
- Exponential popularity distribution

* Performance metrics: streaming bandwidth (Kbps), avg. reply delay 47



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks

* Web Search
* Web Serving

48



Web Search

* Most popular online service
* Numerous search engines deployed by industry

Google

.
b Bing Yandex

49



Web Search Operation

Search User

— .GOUS[EM s

Frontend

Query Term Document
Benchmark [

(O II 3, 45, ...
DEN=Ieiod 9,11, 14, 45, ...
EPFL 17,10, 15, ...

PerfKit 3,4,18

Index Serving Node (ISN)

Query Term Document
[ .. |

1,5,7, ..

5,2,

7,10,17, 20, ...
2,4,6,8,23, ..
3,5,20,33, 34,55, ..
[

Inverted Index

Query Term Document
[ ..

1,6,19,..

5,40, ..
6,10,13, 20, ...
5,10, 23,
3,6,10, 20, ..
I
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Search User Frontend Benchmark [FRIRA

CloudSuite

Datacenter
EPFL

PerfKit

’

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

— .GOUS[EM s

’

<- Query >

i )
= "EPFL
Inverted Index
Query Term Document
e
1,619, .
Queryalesn Bociment (0N NI 5, 40, ...
ISiEintly il 1,10,17 S0 T e
: i EPFL 5,10, 23, ...
CloudSuite 3,45, ... 3 6. 10, 20
DEN=Ieiod 9,11, 14, 45, ... — ro oo
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Search User .

Benchmark

CloudSuite

Datacenter
EPFL

PerfKit

’

Frontend (/f??.\f'

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

’

— “GOUS[QM o=

< QUEn s,

N N ] )
="EPFL
. Inverted Index
° [ ]
° [ ]
<<\ Se Query Term Document
[ ]
%R L
.. ’ 1,6,19, .
Queryglierm Docunient A (0N NI 5, 40, ...
ISiEintly il 1,10,17 S0 T e
: e EPFL 5,10, 23, ...
CloudSuite 3,45, ... 3 6. 10, 20
DEN=Ieiod 9,11, 14, 45, ... — ro oo
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Search User .

Benchmark

CloudSuite

Datacenter
EPFL

PerfKit

’

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

’

— “GOUS[QM o=

CHE
Inverted Index

Query Term Document
| 1,619, .
Queryalesn Bociment (0N NI 5, 40, ...
ISiEintly il 1,10,17 S0 T e
i EPFL 5,10, 23, ...
CloudSuite 3,45, ... 3 6. 10, 20
DEN=Ieiod 9,11, 14, 45, ... — ro oo
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Search User Frontend .

Benchmark

CloudSuite

Datacenter
EPFL

PerfKit

’

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

— ”GOUS[EM azises

Query .
e

Inverted Index

Query Term Document
| 1,619, .
Queryalesn Bociment (0N NI 5, 40, ...
ISiEintly il 1,10,17 S0 T e
i EPFL 5,10, 23, ...
CloudSuite 3,45, ... 3 6. 10, 20
DEN=Ieiod 9,11, 14, 45, ... — ro oo
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Benchmark , 7,

CloudSuite

Datacenter
EPFL

PerfKit

’

Search User Frontend | eﬁ@'?
TN

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

’

— “GOUS[QM o=

< QUEn s,

(i )
= "EPFL
. Inverted Index
[ ]
S,
/7/ e, Query Term Document
N r
s | 1,6,19
[ ] ) g uee
Queryglierm Docunient OJA (0N NI 5, 40, ...
Benchmark [ETETORLAM DETE(:llicig 6, 10, 13, 20
CloudSuite RS EPFL 510,23, ..
e , 6,10, 20, ...
DEN=Ieiod 9,11, 14, 45, ... 3 0,20
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document

Search User .

Benchmark

CloudSuite

Datacenter
EPFL

PerfKit

’

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

’

— “GOUS[QM o=

CHE
Inverted Index

Query Term Document
[ ]
| 1,619, .
Queryalesn Bociment (0N NI 5, 40, ...
ISiEintly il 1,10,17 S0 T e
i EPFL 5,10, 23, ...
CloudSuite 3,45, ... 3 6. 10, 20
DEN=Ieiod 9,11, 14, 45, ... — ro oo
EPFL 17,10, 15, ...
PerfKit 3,4,18
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Web Search Operation

Index Serving Node (ISN)

Query Term Document
L =
Frontend | 1,57,
(OGN 5,2, ...
| 7,10,17, 20, ...
. 2,4,6,8,23,..
3,5, 20, 33, 34, 55, ..
Koeeeeee D> I
I Inverted Index
/
Query Term Document
L = ]
’ 1,6,19,..
(0N NI 5, 40, ...
6,10,13, 20, ...
EPFL 5,10, 23, ...
3,6, 10, 20, ..
* Uses Faban traffic generator

* Flexible request mixes
* # of terms per request from published surveys

* Terms extracted from the crawled dataset
57



Web Search Operation

Search User

— “GOUS[QM o=

Index Serving Node (ISN)
\

Query Term Document

mE_—_——_—N
II FI’Oﬂteﬂd | Benchmark
CloudSuite
I Datacenter
EPFL
PerfKit

37,

’

winN g o~

5

22y coo

, 10,17, 20, ...

,4,6,8,23, ...
5,20, 33, 34,55, ...

’

.’
-

_ _Inverted Index

( \
%o, I Query Term Document
* [ ..

Query Term Document 4 ’ Do e
ry— I CloudSuite BRI
110,17, DEEIR N 6, 10,13, 20

- | EPFL 5,10, 23, ...

CloudSuite 3, 4‘5, PerfKit 36 10 20

9,11, 14,45, \ e 610.20.
EPFL 17,10, 15, .. -

3,4,18

* Apache Solr search engine for ISNs
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Web Search Operation

Index Serving Node (ISN)
\

]
Query Term

L5,
= e CloudSuite BSHVA
= . = I 7,10, 17, 20, ...
’ 2,4,6,8,23,..
cesccceds EESEE 3, 5, 20, 33, 34, 55, ..
<& 1> g -

|
“ _ _n—vertea Inaex
\

Document

ﬂ———\
1

Search User II Frontend
7, ..
:

Query Term Document

19

1,6, 19, ..
5,40, ..
6,10,13, 20, ...
51
3,6

EPFL

PerfKit

0,23, ..
, 10, 20, ...

I
|
* Dataset: Inverted index & snippets at ISN ‘- - -

* Generated by crawling public web (Apache Nutch)
* Data at ISN must be memory resident
* Performance metrics: search ops/sec, N-th pct latency -
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CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks

* Web Serving

60



Web Serving

* Key to all internet-based services
K amazon eboy NN

* All services are accessed through web servers

Ap{;he ucﬁr p NGINX

fly light.

* Various technologies construct web content

« HTML, PHR JavaScript, Ruby
61



Web Serving Operation

Client Web Server Cache Server Database Server

=5 5 POST()
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Web Serving Operation

oo -0 \ Web Server Cache Server Database Server
Client Emulator

(

I |

| ] |

: Se— <JI>' i< ..... > '< ...... >' il
/

* Faban traffic generator
* Pre-configured page transition matrix (Elgg)

63



Web Serving Operation

Client

*  Web server (Nginx)
* Application server (PHP)
* Serves a social network engine (Elgg)

64



Web Serving Operation

Web Server

Client

* (Cache server (Memcached)

65



Web Serving Operation

P = = = ~
Client VVeb Server Cache Server I' Database Ser\/er‘I
Pty GET() Query I
Yamool L.t I
e m e ' j< ..... > |
= b POST() I

* Database server (MySQL)

* Performance metrics:
# of pages/second served, N-th pct latency

66



CloudSurte 3.0 Benchmarks

e Offline benchmarks

* Online benchmarks

67



Future directions

* New workloads: Intelligent Personal Assistants (IPAs)
* Examples: Apple Siri, Google Assistant, Amazon Alexa

* New open-source computer architecture simulator: QFlex
* Stimulate architecture research on cloud workloads (e.g., CloudSuite)
* Based on QEMU -» Sharable infrastructure & reproducible results
* Quick design space exploration and obviates for early development kits
* Work In progress...
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Conclusion

* Cloud services are becoming increasingly ubiguitous
* Current servers are built for desktop applications
* Server design needs to be driven by cloud services' needs

e CloudSuite: the benchmark suite of cloud services

69



/7 Download CloudSuite 3.0
cloudsuite.ch
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Thank Youl

For more information please visit us at
parsa.epfl.ch
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